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Abstract

Climate change presents an existential risk to global society, yet public engagement has
not risen to meet this challenge. Although research suggests that manipulating psychological
distance could enhance the effectiveness of climate communication, it remains unclear whether
politicians employ this strategy. This paper addresses this gap by developing and validating
automated methods to measure psychological distance in political speech. I introduce a dataset
of 35,000 speeches from the European Parliament on climate-related topics from 2014 to 2023,
translated into English to bypass multilingual modelling challenges. I present a novel tool de-
signed to streamline the annotation of long-form texts, enhancing efficiency and consistency
among annotators. Finally, I explore and validate the use of generative language models to
synthesise training data for fine-tuning bidirectional encoder models in order to measure psy-
chological distance in text. This approach demonstrates strong performance and allows for
scalable analysis of complex phenomena in natural language. It paves the way for future sub-
stantive research on the dynamics of European climate politics.

“Mr President, Hello? Hello? Are you aware that there is a climate crisis?”

— Nikolaj Villumsen, GUE/NGL

1 Introduction

In liberal democracies, climate action hinges on public buy-in, requiring citizens to engage in vol-
untary actions such as housing retrofits, switching to sustainable transportation, or reducing meat
consumption. While policy instruments like taxation, subsidies, and loans can steer behaviour to-
ward lower-impact choices, such measures can also become politically unpopular, risking electoral
backlash for the implementing party. Instances of public resistance are already observable, such as
the repeated destruction of cameras used to enforce ultra-low emissions zones in the UK.

Engagement with climate action is influenced by political ideology to such an extent that persuasion
through presentation of evidence for climate change and its impacts cannot be relied upon. In fact,
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Luo and Zhao (2019) demonstrate a phenomenon of motivated attention, where political orientation
(liberal vs. conservative) determines the level of attention paid to evidence for climate change.
Furthermore, they show that evidence can have a backfire effect among conservatives, where exposure
to motivationally inconsistent information not only fails to encourage pro-climate behaviours but
may actually decrease support for climate action, exacerbating polarisation.

One psychological framework that offers useful insights for climate communication is Construal Level
Theory [CLT] (Liberman, Trope, Stephan, et al., 2007; Trope & Liberman, 2010). CLT claims that
the perceived psychological distance from an event or object influences how abstractly or concretely
it is conceptualised. This “distance” can manifest across four dimensions: temporal, spatial, social,
and probabilistic. Events perceived as distant are thought of in more abstract terms, whereas those
seen as near are considered more concretely. Psychological distance refers to how removed an event
or object feels from an individual’s direct experience. Understanding the effects of this distance
on perception and behaviour is crucial for enhancing public engagement with climate issues. For
example, discussing climate change as a distant, abstract threat might result in generalised concern
without action, whereas framing it as an immediate, local issue could stimulate concrete responses
and behavioural changes.

Effective communication can bridge psychological distance. This can be achieved through sensory-
rich language that makes an event feel immediate and real, or through the use of localised examples
that resonate more personally with an audience. For instance, a politician might evoke a stronger
response by discussing climate impacts within one’s own community or constituency rather than
referring to distant events.

The following excerpts from speeches in the European Parliament are examples of how the climate
crisis can be discussed as psychologically proximate:

Karima Delli, Greens/EFA –
“Our house is burning, our lungs are
clogging up and you’d rather look else-
where.”

Krzysztof Hetman, EPP –
“Europeans are experiencing the nega-
tive consequences of exceeded air stan-
dards more often and more severely,
cities are fighting smog, and the num-
ber of diseases resulting from pollution
is also increasing.”

Martin Hojśık, Renew –
“Europe’s forests, our natural wealth,
are under threat. They are threatened
not only by the climate crisis, but also
by developers, mismanagement, fires
and deadly chemicals. Their devasta-
tion is damaging our entire society.”

Delara Burkhardt, S&D –
“Madam President, the people of
Venice have seen in recent weeks that
the climate emergency is not some-
thing abstract but a brutal reality here
in Europe. The floods inundated 80%
of the city and caused millions of euros
worth of damage. These events show
once again that we must not just pay
lip service.”
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Despite a robust body of experimental research suggesting that manipulating psychological distance
can significantly enhance the persuasiveness of climate communication — increasing both concern
and the inclination to act — there appears to be no existing scholarship examining whether politi-
cians actually employ this technique, consciously or otherwise. This paper is among the first to
explore the psychological distance of the climate crisis in political speech. In particular, I focus on
the impacts of climate change and pollution as the object, and seek to measure implied psychological
distance from this object in parliamentary speech. I introduce a dataset of 35,000 speeches from
the European Parliament on climate-related topics from 2014 to 2023, which are transformed into
English using machine translation to circumvent the complexities of multilingual modelling. Ad-
ditionally, I present a new tool designed to facilitate the annotation of long-form text. Finally, I
demonstrate the effectiveness of employing generative language models to synthesise training data
in order to fine-tune bidirectional encoder models. The performance of both the generative lan-
guage models and bidirectional encoder model is validated against human-annotated ground truth.
I conclude with a discussion of future technical and substantive work I intend to undertake in this
area.

2 Related work

2.1 Defining psychological distance

Construal level theory posits that the psychological distance of an object or event influences its
mental representation, where distance can be characterised across four dimensions: spatial distance,
temporal distance, social distance, and probability (Trope & Liberman, 2010). According to CLT,
events or objects that are psychologically near are represented more concretely, whereas distant
events are represented more abstractly. This dichotomy affects how individuals predict, evaluate,
and plan for future events (Liberman, Trope, McCrea, & Sherman, 2007). Importantly, the process
is bidirectional: increasing the concreteness of an object’s representation can reduce its perceived
psychological distance, influencing behaviour (Maglio et al., 2013b).

Moreover, psychological distance influences emotional response; distant objects tend to reduce the
intensity of emotions felt, while abstract thinking often leads to more positive reflections (Williams
et al., 2014). Concomitantly, reductions in perceived distance are associated with stronger emotional
reactions (Van Boven et al., 2010). The orientation of an object also matters: negative events or
objects that are imagined as moving closer in spatial terms to the self elicit more negative responses
and higher levels of arousal than negative events that are spatially static (Davis et al., 2011). There
is also a bidirectional relationship between psychological distance and an individual’s focus on causes
versus consequences. Psychologically distant objects tend to elicit a focus on causes, particularly if
they are temporally or socially distant, and thinking about causes generates a sense of psychological
distance (Rim et al., 2013). Focusing on consequences should therefore have the effect of rendering
an object more psychologically proximate.

2.2 Psychological distance and the climate crisis

The concept of psychological distance has been extensively studied in the context of climate com-
munication. Survey research has shown that populations often perceive climate change as a distant,
abstract problem, resulting in a reduced sense of personal concern and urgency (Leviston et al., 2014;
Spence et al., 2012). However, psychological proximity is generally associated with higher levels of
concern (Jones et al., 2017). In particular, spatial and probabilistic proximity predict higher levels
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of concern and engagement, while temporal distance is less significant (Singh et al., 2017). Strate-
gies that reduce psychological distance can potentially enhance public engagement in climate issues.
While reducing spatial distance by citing local examples of climate impacts can proximise climate
change, perceived social distance can also be bridged by emphasising as a shared global identity to
similar effect (Loy & Spence, 2020).

Despite these insights, efforts to manipulate psychological distance have yielded mixed outcomes.
While some studies report increased engagement when psychological distance is minimised, others
find no significant effect on behaviour change or support for climate action (Schuldt et al., 2018;
Valkengoed et al., 2023; Wang et al., 2019). This variability may stem from differences in mea-
surement approaches and whether psychological distance is viewed as a stable trait or a malleable
perception (Brügger, 2020; Keller et al., 2022).

The effect of psychological distance may also depend on cognitive style, where psychological closeness
coupled with an analytic cognitive mindset leads to elevated concern and behaviour intentions,
whereas the effect was lessened when individuals are in a holistic mindset (Sacchi et al., 2016).
The effect of psychological proximity on support for climate action is attenuated by belief in policy
effectiveness (Brügger et al., 2015; Singh et al., 2017). Some research suggests that describing
both the proximal and distal impacts of climate change simultaneously could be more effective than
focusing on one type of impact alone (Brügger et al., 2016; Ejelöv et al., 2018). The credibility of
the source and the perceived accuracy of the information also play crucial roles in how messages are
received and the psychological distance felt by the audience (Maglio et al., 2013a). Interventions that
manipulate psychological distance could overcome the issue of motivated attention, as the effect of
political ideology on one’s views is reduced for proximal objects compared to distal (Brügger, 2020;
Chu & Yang, 2018).

The relationship between emotion and psychological distance in the context of the climate crisis is
notable; increased distance can foster hope, whereas decreased distance often triggers fear and anger,
which in turn can influence attitudes towards mitigation efforts (Chu & Yang, 2019). However, the
use of fear-inducing communication must be approached with caution to avoid potential backfire
effects (O’Neill & Nicholson-Cole, 2009).

Consensus on the utility of manipulating psychological distance for climate communication has
not been reached as the literature continues to develop. Regardless of the outcome, it remains a
potentially useful lens through which to study the framing of climate change.

2.3 Measuring psychological distance in text

Having established the relevance of psychological distance to climate communication, I now move
on to the problem of measurement. Previous work on this topic has collapsed the four established
dimensions of psychological distance into a single scale that runs from abstract to concrete.

The Linguistic Category Model [LCM] (Semin & Fiedler, 1988) is one framework for analysing lan-
guage that reflects varying levels of abstraction, which may indicate different degrees of psychological
distance. This model categorises verbs and adjectives into levels from concrete to abstract: descrip-
tive action verbs, interpretive action verbs, state verbs, and adjectives. The granularity of language
used in text provides insights into the speaker’s or writer’s perceived psychological distance from
the content discussed. Johnson-Grey et al. (2020) introduce an automated method, Syntax-LCM,
to score documents according to LCM.

Brysbaert et al. (2014) used crowd-sourcing to compile continuous numeric concreteness ratings for
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around 40,000 unigrams and bigrams, which serve as a resource for measuring psychological distance
in written or spoken communication. Subsequent work by Snefjella and Kuperman (2015) and, more
recently, by Yeomans (2021) has applied this set of ratings using a dictionary approach.

However, bag-of-words approaches such as dictionaries are unaware of the contextual nuances of
word usage and can result in incorrect coding, particularly in instances of polysemy. Furthermore,
they can struggle to maintain validity across domains other than those they were developed for. The
results of applying Brysbaert et al.’s ratings with the doc2concrete R package (Yeomans, 2021) to
my dataset, for example, exhibited very little variation. Yeomans (2021) concedes that the Brysbaert
et al. measure should only be used as a starting point where good training data is not available. In
light of this, my proposed method intends to establish and validate domain-specific training data.
Furthermore, transformer models such as BERT (Devlin et al., 2019) offer significant advantages for
text classification by capturing the contextual relationships between words, which leads to a deeper
understanding of text nuances and more accurate classification results.

3 Data

The dataset of almost 35,000 climate-related speeches from 2014 to 2023 was constructed by com-
bining ParlEE data, an existing dataset of parliamentary speeches, and web scraping. The speeches
were then filtered to limit the dataset to climate-related topics using keywords. Finally, the speeches
were translated to English using the DeepL API after a process of validation.

3.1 Data collection

ParlEE v2 (Sylvester et al., 2023) gathers parliamentary speeches from the European Parliament
and Finish, Dutch and Croatian legislatures among others for the period 2009-2019. The dataset
provides annotations at the quasi-sentence level which were not necessary for my use case, so speeches
were reconstituted in their entirety. Speeches from more recent parliamentary sittings were scraped
directly from the website of the European Parliament and parsed in order to align with the format
and metadata of the ParlEE dataset.

In order to constrain the dataset to climate-related discourse, I filtered the speeches based on their
agenda title using keywords. Keywords were determined by identifying frequent n-grams in the
agenda titles of units labelled with the the Comparative Agendas Project’s environmental code,
which are provided at the quasi-sentence level in the ParlEE dataset. The keyword set was iteratively
expanded in order to minimise false positives.

The resulting dataset contains 34,483 speeches (µ = 178.99;σ = 127.80)1 from the beginning of
the eighth European Parliament in July 2014 up to the end of 2023. This period covers the lead-
up to and ratification of the Paris Agreement as well as several significant packages of legislation
including: the European Green Deal, the Fit-for-55 package, the Green Deal Industrial Plan, and
the Nature Restoration Law. It consists of debates that explicitly reference core issues in climate
action such as carbon emissions and biodiversity loss, but also spans all debates related to polluting
or extractive industries – including farming, fishing, mining, energy production, waste management,
and transport among others.

1Length in tokens
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3.2 Machine translation

The European Parliament is a highly multilingual environment, with speakers permitted to partic-
ipate in any of the 24 official EU languages. Interpreters translate each speech into other official
languages in real time so that all MEPs can follow the discussion. However, speeches are transcribed
only in the original language.

Though significant improvements have been made in the performance of multilingual models, perfor-
mance can still vary across languages. Given the linguistic diversity in this dataset, including some
relatively under-resourced languages, I opted to translate all data into English before proceeding.

Two industry-standard tools for machine translation are: Google Cloud Translate and DeepL. Both
are available via API at a similar cost per token of input.

In order to compare their performance, I created 3,000-sentence random samples of parallel data for
each language pair (<source language>-<target language>, with English being the target language
in each case e.g. French-English, Slovak-English) from the Europarl corpus (Koehn et al., 2003),
translated these with each tool and used automated measures to compare their performance.

Figure 1 shows translation performance across all language pairs measured in terms of BERTScore
(Zhang et al., 2020), BLEU (Papineni et al., 2001), METEOR (Banerjee & Lavie, 2005), NIST
(Doddington, 2002), ROUGE (Lin, 2004) and SacreBLEU (Post, 2018). In each case, the output of
the translation tool is compared to the human-generated reference translation from Europarl. All
metrics are scaled using the max norm for the purpose of visual comparison.
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Figure 1: Machine translation performance by service
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I find that DeepL outperforms Google Cloud Translate by every measure. Appendix A shows
translation performance for each language pair, similarly demonstrating the superior performance
of DeepL, with perhaps the exception of Italian-English. Manual inspection of the translations also
gave the impression that DeepL generates a more coherent output. Consequently, DeepL was used
to translate the dataset. Maltese and Irish are excluded from the Europarl corpus and thus cannot
be validated.

Since MEPs frequently speak in multiple languages in a single speech, including languages other than
those of the nation they represent, I performed language identification prior to translation. Each
speech was segmented into sentences, the language of the sentence identified using the langdetect

package in Python, and then consecutive sentences of the same language within each speech were
concatenated together. These monolingual sequences, along with the identified language code, were
then passed to the DeepL API. Sequences already in the target language, English, were excluded
from this process. The translation output was then reconstructed into speeches.

The translated speeches, along with replication materials for scraping, translation and validation
have been made available2.

4 Methods

This paper contributes to a broader project that examines the interplay of moral and emotional
language with psychological distance in political discourse on climate change.

Given the size of the dataset, the content analysis process must be automated (Grimmer & Stewart,
2013). However, creating a large and reliable training dataset for supervised machine learning
presents challenges due to the complexity and scope of the annotation tasks involved.

This study seeks to assess whether generative language models can be used to synthesise training
data for fine-tuning bidirectional encoder models (Meng et al., 2022; Møller et al., 2024; Wang et al.,
2021). Since many of the leading generative language models are closed-source, local fine-tuning of
models is important for replicability, interpretability and transparency. Moreover, this approach
offers efficiency benefits by reducing the substantial energy and financial costs typically associated
with generative language models, especially when applied to large datasets.

To ensure the methods employed are reliable, establishing ground truth is essential. The following
section details the development and use of a novel text annotation tool, which supports the content
analysis of long-form text.

4.1 Validation data

Extensive data annotation is needed to validate the computational techniques used throughout the
broader project. Consequently, I developed a text annotation tool3 to improve the process of estab-
lishing ground truth. Although similar tools are available, such as CCS Annotator (AnnoTinder),
this tool provides a few key benefits. It enables rapid development and testing of codebooks in a
no-code environment, using a graphical user interface, in hopes that it can be accessible to a broader
array of scholars. It also permits swapping out datasets and annotation schemata via portable,
interoperable file formats such as CSV or JSON. It is particularly useful where the unit of analysis
is long-form text rather than quasi-sentences or tweets, which are more amenable to spreadsheet

2Available at https://github.com/LorcanMcLaren/europticon
3Available at https://green-pill.streamlit.app/
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software for labelling. Figure 2 shows an example text and the accompanying instructions and
annotation options used for this paper.

Figure 2: Annotation tool for long-form text

A human annotator labelled a set of 220 parliamentary speeches for psychological distance. First,
they indicated whether each text discussed the impacts of climate change or pollution and, if so, they
responded to the following items using a 4-point Likert scale, where 1 = ‘Disagree’, 2 = ‘Slightly
disagree’, 3 = ‘Slightly agree’, and 4 = ‘Agree’:

• Spatial distance: “The climate impacts described in the text feel close to my current location.”

• Temporal distance: “The climate impacts described in the text are occurring now, in the very
near future, or have already occurred.”

• Social distance: “The people or social groups impacted by climate change in the text are
similar to me or my social group.”

• Probability distance: “The climate impacts described in the text are likely to occur.”

The annotator was instructed that their response in each case should align with the sense of proximity
or distance from these impacts that the text would create for the average EU citizen, rather than
their personal feelings or beliefs.
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4.2 Synthesising training data with generative language models

To synthesise adequate training data for model fine-tuning, a two-stage generative language mod-
elling process was used. This section describes how I leveraged GPT-3.5 (Brown et al., 2020) and
GPT-4 4 (OpenAI et al., 2024) to automatically annotate a subset of the data for psychological
distance using the same codebook as the human annotator.

For each speech, the model was asked to assess whether the text discussed the impacts of climate
change or pollution and, only if it responded in the affirmative, to assess the text for the four
dimensions of psychological distance. Performance of GPT-3.5 and GPT-4 are compared.

Initial experimentation with different prompt styles had found that prompting the model with a
statement and asking whether it agreed or disagreed with it led to results that were more in line with
human responses. This was particularly true in the case of yes/no questions. For example, “Does
this text discuss the impacts of climate change or pollution?” led to significantly more affirmative
responses than “This text discusses the impacts of climate change or pollution. Respond with a
number where 1 = ’Agree’ and 0 = ’Disagree’”. The same codebook used for human annotation was
transformed directly into prompts. See section 4.1 for the specific statements used.

After assessing the quality of the synthetic training data with respect to human-annotated validation
data, I apply the generative language model using the same two-stage process to label 2,000 speeches.
The next subsection details the training and validation of the bidirectional encoder model on this
synthetically-annotated dataset.

4.3 Bidirectional encoder modelling

BERT (Devlin et al., 2019) is a large pre-trained language model based on a bidirectional encoder
architecture that may be used for a variety of NLP tasks, including natural language generation,
text summarisation, question answering, and classification. While it provides a general model of
English, it must generally be adapted to a specific dataset and task through a process of parameter
optimisation known as fine-tuning. This paper fine-tunes a subvariant of the original BERT model,
DistilBERT. DistilBERT (Sanh et al., 2020) uses knowledge distillation during the pre-training phase
to reduce the size of a BERT model while providing faster training and processing, and a majority
of the same language understanding capabilities.

In this study, DistilBERT was fine-tuned for five epochs on the synthesised training data, using an
80/20 split where 1,600 speeches were used for training and 400 for validation. The performance
of the model was then tested using the human-annotated data. Detailed performance metrics are
reported in section 5.2.

4Specifically, gpt-3.5-turbo-0125 and gpt-4-0125-preview, which are referred to as GPT-3.5 and GPT-4 through-
out the remainder of the paper.
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5 Results

5.1 Synthetic training data quality

The quality of synthetic training data generated by the models is evaluated using macro F1 scores,
as shown in Table 1. These scores reflect the correspondence between model outputs and human
annotations across different psychological distance dimensions.

Table 1: Macro F1 scores across models

Annotation GPT-3.5 GPT-4 GPT-3.5 (Merged) GPT-4 (Merged)

Climate Impact 0.846 0.847 0.846 0.847
Spatial Distance 0.341 0.463 0.803 0.875
Temporal Distance 0.298 0.323 0.792 0.824
Social Distance 0.324 0.446 0.801 0.792
Probability 0.371 0.322 0.813 0.837

The intial performance, reported in first and second columns of Table 1, was underwhelming. Look-
ing at Figure 3, we can see this is due to the notably different distributions in Likert-scale responses.
Examining the distribution of responses from GPT-4, for instance, I find that it tends to respond
more emphatically in either direction in the case of temporal distance and probability, returning
only 1s or 4s. The human annotator, by contrast, also makes use of the 2 and 3 response options in
these cases. Notably, GPT-3.5 and GPT-4 also produce consistently different response distributions
from each other.

However, I applied post-processing to reduce the overall number of classes from four to two, by
merging any 1s and 2s (‘Disagree’ and ‘Slightly disagree’) into one category and 3s and 4s (‘Slightly
agree’ and ‘Agree’) into a separate category. This leads to a sizeable bump in performance metrics,
as seen in the third and fourth columns of Table 1. The performance of both generative language
models is now very strong, suggesting that they capture overall valence well. Their primary point
of disagreement with the human annotator, prior to post-processing, is magnitude.
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Figure 3: Comparison of 4-point Likert-scale response distributions for human annotator, GPT-3.5,
and GPT-4
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The literature indicates that dimensions of psychological distance to a large extent capture the same
underlying construct and should exhibit a strong relationship (Liberman & Trope, 2014; Spence
et al., 2012). Figure 4 shows this to be the case for our dataset.
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Figure 4: Correlation among dimensions of psychological distance in synthetic training data

5.2 Bidirectional encoder model performance

Table 2 shows the performance of the DistilBERT model on 220 items of human-annotated data
after being fine-tuned exclusively on the 2,000 items of synthetically-annotated training data.

Table 2: DistilBERT model performance after 5 epochs of fine-tuning

Annotation Accuracy Precision Recall F1 Score

Climate Impact 0.891 0.838 0.848 0.842
Spatial Distance 0.873 0.810 0.734 0.762
Temporal Distance 0.900 0.842 0.829 0.835
Social Distance 0.868 0.867 0.657 0.699
Probability 0.900 0.844 0.865 0.853

Performance across all dimensions appears strong. In fact, referring back to Table 1, DistilBERT
performance actually exceeds that of GPT-4 in the case of temporal distance and probability. Per-
formance for social distance lagged slightly behind other metrics.
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6 Discussion and future work

This study has demonstrated the utility of generative language models to synthesise training data
to fine-tune bidirectional encoder models. Rephrasing binary questions as statements with binary
response options significantly improved model performance, indicating that minor adjustments in
prompt style can have substantial impacts on outcomes. The analysis also showed that while the
models struggled with the original 4-point Likert scale, they were successful in capturing the valence
of responses accurately. This suggests that future approaches to training data synthesis could benefit
from focusing on binary or simpler categorical annotations to maintain model accuracy while min-
imising complexity. The strong performance across all dimensions in terms of F1 scores, post-merging
of classes, suggests that generative models can effectively approximate human-like understanding of
text under certain conditions. This is promising for applications in political content analysis, even
where the subject of inquiry requires a nuanced understanding of context.

Looking ahead, employing an ensemble of generative language models might further improve the
quality of synthetic training data. Establishing a minimum threshold for agreement among models
could potentially increase the reliability of the generated annotations. Fine-tuning open-source
generative language models for measuring psychological distance could retain the benefits of cost-
efficiency and replicability while possibly providing superior performance over bidirectional encoder
models, due to their larger parameter sets and more extensive training data. Additionally, to ensure
the validation data is representative and robust, there are plans to engage more human annotators
in future phases of the research.

Future substantive work will examine variation in the framing of climate impacts in the European
Parliament using this novel measure of psychological distance. Investigating the relationship between
the use of emotive language and psychological distance could reveal whether emotional intensity helps
bridge perceived distances in political speech. Moralised language may serve a similar function.
This could further our understanding of how politicians might strategically use moral-emotional
appeals to make distant concepts feel more immediate and urgent. Analysing whether MEPs whose
constituencies have recently experienced climate shocks such as flooding or wildfires alter their use
of psychological distance could provide insights into how personal and regional experiences influence
political rhetoric. Tracing changes in discourse over time will also shed light on whether significant
packages of climate legislation lead to shifts in psychological distancing in political communication.

This research has laid a foundational framework for using advanced NLP techniques to analyse psy-
chological distance in political speech about climate change. These methods establish the ground-
work for substantive research to not only enhance our understanding of current discourse strategies
but also open up new avenues for effectively communicating about climate change in a way that
might better engage the public and prompt action. As climate action becomes ever more urgent,
refining our communication strategies is increasingly vital.
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Figure 5: Machine translation performance by service for each language pair
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